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Abstract

We present results from theoretical studies of aqueous ionic solvation of alkali halides aimed at developing a microscopic description of structure and dynamics at the interface between air and salt solutions. The traditional view has depicted the air/solution interface of simple electrolytes as being devoid of ions. However, it is now firmly established that polarizable anions, such as the heavier halides, occupy the surface of small to medium sized water clusters. Using a combination of theoretical calculations, including \textit{ab initio} quantum chemistry, Car-Parrinello molecular dynamics simulations, and primarily molecular dynamics simulations based on polarizable force fields, we present a unified view of the interfacial structure of aqueous ionic clusters and bulk solutions. Indeed, we demonstrate that the heavier halogen anions have a propensity for the interface that is proportional to their polarizabil-
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ity. The cluster results are directly supported by existing experimental and theoretical studies, and the bulk solution results are indirectly supported by several recent experiments. The novel view of the ionic solution/air interface presented here has also implications for dynamics following photoexcitation and electron photodetachment of ions. Moreover, the present results provide insight into heterogeneous atmospheric chemistry leading to halogen release from sea salt aerosols in the lower marine troposphere and from the Arctic snow pack during polar sunrise.
I. INTRODUCTION

There are no atomic ions at the air/solution interface of aqueous solutions. At least this has been the conventional wisdom for much of the twentieth century. The traditional view of an ion-free interface, which may be found in textbooks on surface and interface science [1,2,4,3], is based exclusively on measurements of macroscopic properties of the surface [4]. Direct experimental verification that the aqueous solution/air interface is devoid of atomic ions has remained elusive because of the difficulties inherent in measuring the structure and/or composition of the highly disordered, inhomogeneous interfacial region of a liquid that has the thickness of a few water molecules at most.

The macroscopic property used most commonly to infer the composition of liquid/gas interfaces is the surface tension. The surface tension of the air/water interface is generally modified, and can be either increased or decreased, by a dissolved substance. Surface active agents ("surfactants," e.g. amphiphilic molecules such as alcohols and fatty acids) that adsorb to the air/water interface of aqueous solutions typically reduce the surface tension relative to that of pure water [3]. In contrast, inorganic electrolytes (e.g. alkali halide salts) typically increase the surface tension of the aqueous solution/air interface [3]. The extent of the surface tension modification depends on the nature and quantity of solute present in the interfacial region. The quantitative connection between the concentration of solute and the surface tension is derived from the Gibbs adsorption equation [5]. According to the Gibbs adsorption equation, the increase in surface tension with concentration of inorganic electrolyte corresponds to negative adsorption of the ions, i.e. the ion concentrations in the inhomogeneous interfacial region are less than in the bulk solution [3]. By extending the Debye-Hückel theory of electrolytes to the solution/air interface, Onsager and Samaras derived an equation that predicts the observed increase in surface tension with electrolyte concentration, and explained the negative adsorption in terms of repulsion of ions from the surface by electrostatic image forces [6].

While experimental measurement of the microscopic structure of aqueous interfaces is
difficult, it is relatively straightforward to predict structure, dynamics, and thermodynamic properties of liquid interfaces on the molecular scale using molecular dynamics (MD) simulations. MD simulations consist of numerically integrating the classical equations of motion for a system of particles, given a prescription for calculating the interparticle forces. Thus, MD simulations provide the ultimate detail in the form of a phase space trajectory for the collection of particles simulated. About a decade ago, MD simulations were first employed to study the adsorption of atomic ions to the air/water interface [7–9]. In these pioneering simulations, the interactions between the atoms were modeled by pairwise additive Lennard-Jones and Coulomb potentials, with fixed charges (partial charges on the water oxygen and hydrogen atoms, and full charges on the ions). Using the umbrella sampling technique, the free energy change associated with moving an ion from the bulk to the interface was computed. Although the quantitative details depended on the charge and size of the ions, both studies found that the surface location of cations (Na$^+$ and a positively charged ion with the Lennard-Jones parameters of a chloride anion), as well as anions (F$^-$ and Cl$^-$) was energetically unfavorable by several kcal/mol compared to bulk solvation. Thus, these early simulations appeared to confirm the prevalent view that atomic ions have negligible populations at the solution/air interface. Detailed analysis of the simulations suggested that the tendency of the ions for negative adsorption was associated with weaker and fewer long range interactions in the interfacial region compared to the bulk [7].

The first indication that some atomic ions, for example the heavier halide anions, could actually be present at the air/water interface has come from cluster studies, both theoretical and experimental. Cluster systems are not only interesting in their own right, but also, by gradually extending the system size, may provide an insight into the properties of extended systems. At the same time, more accurate calculations can be performed, and sharper, better resolved spectra are obtained for finite size systems. An aqueous first solvation shell around a halide anion contains typically six to nine water molecules, depending on the particular anion. Also, one needs about six waters in order to distinguish between an interior and surface located ion. Therefore, we exclude from our discussion the large body of studies
concerning the structure of small water-halide clusters with less than six water molecules [10–20].

Molecular dynamics simulations that first predicted surface solvation of an atomic ion were performed for clusters containing the chloride, bromide, or iodide anion with mostly less than 20, but in one case with up to 255 water molecules [21–31]. The propensity of the heavier halogen anions for the surface of aqueous clusters has been contrasted to the behavior of the sodium cation [21] and fluoride anion [24], which both reside in the interior of larger water clusters. By comparing simulations employing polarizable or non-polarizable force fields, it has been shown that the driving force for surface solvation of chloride is the polarizability of the anion [21,28,29]. This is apparently the reason why aqueous surface solvation had not been observed for chloride in previous simulations employing non-polarizable force fields [7,8]. The crucial role of ion polarizability in surface solvation also explains why hard, non-polarizable ions such as the sodium cation or fluoride anion are repelled from the interface and prefer interior solvation, in accord with the classical Onsager-Samaras model derived for point charges [6].

The cluster MD simulations discussed in the previous paragraph were motivated in part by photoelectron spectroscopy experiments on size selected water clusters containing the chloride, bromide, or iodide anion, with up to 60 solvent molecules [32–34]. Good agreement on binding energies between simulations and experiments was obtained, and it has been concluded, after a lengthy discussion, that the heavier halide anions do indeed reside at the surface of larger water clusters. The preference for surface solvation of chloride anion in aqueous clusters has been confirmed more recently by numerous calculations. On the side of small clusters (water hexamer) accurate ab initio calculations have been performed, as well as a Car-Parrinello molecular dynamics simulation [35–37]. Most recently, an ab initio molecular dynamics technique where the density matrix is propagated with Gaussian orbitals has been developed and applied to the Cl\(^-\)(H\(_2\)O)\(_{25}\) cluster [38,39]. In the latter calculations, however, longer simulation times than the 50–200 fs achieved thus far are needed before questions concerning the location of the anion can be addressed. On the side
of large clusters, MD simulations including many-body interactions via the so called NEMO potential [40] or using the fluctuating charge model [31] have been performed for chloride on clusters with up to several hundreds of water molecules, showing again the propensity of polarizable ions for the surface.

Both theory and experiment have definitely converged on the conclusion that the polarizable, heavier halide anions reside on the surface rather than the interior of water clusters. Thus, as of the end of the twentieth century, the consensus was that the interfacial propensity of halide ions in clusters is decidedly different from that in bulk solutions, where the longstanding picture has the ions confined in the interior of the solution to within one or a couple of layers of water molecules from the surface. The apparent fundamental difference between halide ion solvation in clusters and extended liquid surfaces was recently discussed by Stuart and Berne in a paper in which they used a geometric model to rationalize the difference for a single chloride ion in terms of interfacial curvature [30].

Recent experiments seeking to elucidate the role of halide anions in the atmospheric chemistry of sea salt aerosols have provided indirect evidence which suggests that the solvation of halide ions at extended liquid interfaces may have more in common with clusters than previously believed. For example, Hu et al. reported the enhanced reactive uptake of molecular halogens by the surfaces of halide solutions [41]. In another study, measurements of the kinetics of chlorine production by photochemically induced reactions of ozone with sea salt aerosols could not be explained by bulk phase chemistry involving chloride anions. However, a mechanism involving chloride anions at the aerosol solution/air interface was found to quantitatively reproduce the measured kinetics [42]. Using X–ray photoelectron spectroscopy and scanning electron microscopy, Ghosal et al. directly observed selective segregation of Br\(^{-}\) to the surface of bromide doped NaCl crystals under conditions of relative humidity where partial dissolution of the surface takes place [43]. The segregation of bromide to the surface is consistent with the conclusion from cluster studies that anion polarizability is a major factor determining the propensity of halide ions for the surfaces of aqueous clusters.
As we have indicated in the previous paragraph, the answer to the question of whether or not there are ions at the air/water interface has implications far beyond challenging established models of simple electrolytes. Heterogenous atmospheric chemistry is probably the most eminent example. Indeed, both field and laboratory measurements indicate that aqueous sea salt aerosols play an important role in the chemistry of the marine boundary layer [42,44–51]. There is increasing evidence that halide anions on the surface of these aerosol particles act as scavengers of reactive gases such as ozone or hydroxyl radical in the troposphere [42,52]. This represents a first step for a plethora of possible surface reactions, leading, e.g., to the release of molecular chlorine and other reactive halogen compounds into the atmosphere.

Another atmospheric process that evidently involves halide ions at an aqueous solution/air interface is bromine activation in sea salt aerosols or sea water spray deposited on the surface of polar ice packs. Field as well as laboratory measurements suggest that the photochemical release of Br$_2$ and BrCl is responsible for the destruction of the surface layer ozone in the Arctic at polar sunrise [53–55]. Similar bromine chemistry involving, albeit, lower mixing ratios of Br$_2$ and BrCl, is anticipated also in mid-latitudes [56].

While most of the processes involving halide anions at the air/water interface occur in the ground electronic state of the ion, there has been also recent interest in excitation of aqueous halide anions by UV radiation and following the subsequent dynamics. The dynamical processes involve interaction with light leading to photoexcitation of the anion to diffuse charge-transfer-to-solvent (CTTS) electronic states, or, for shorter excitation wavelengths, to electron photodetachment.

The CTTS bands corresponding to aqueous iodide anion had been observed already in the 1920s [57]. Since these early times, questions have arisen about the structure of the excited states and its relation to the appearance of the solvated electron. Recent time-resolved spectroscopic experiments [58–60], as well as mixed quantum/classical molecular dynamics simulations [61], show that a solvated electron is created by electron transfer from the excited anion into a nearby cavity site within 200 fs. These liquid studies are complemented by the
advent of cluster experiments [62,63] and ab initio calculations [64–69] investigating the structure of the CTTS precursor states in finite size systems. A very recent computational study addressed the connection between the cluster and bulk liquid CTTS states with special emphasis on the air/water interface [70].

As mentioned above, with a sufficiently energetic photon, direct electron detachment from the anion can be achieved. Provided the experiment is performed with high resolution information can be gained about the ultrafast dynamics of the neutral system after electron photodetachment. Conventional photoelectron spectroscopy, such as that discussed earlier in this section, does not have such resolution. However, the negative ion zero electron kinetic energy (ZEKE) technique [71–74] provides spectral resolution approaching 1 cm$^{-1}$ which is sufficient for studying the vibronic dynamics of the nascent neutral system. So far, experiments [75] and calculations [76,77] have been carried out only for the smallest halide anion – water complexes. However, studies of larger clusters are in progress.

In this paper we survey theoretical studies, based on molecular dynamics simulations and quantum chemical calculations, of aqueous halide ion solvation in interfacial settings (clusters and extended solution surfaces). Issues addressed here include the location and electronic structure of halide ions at aqueous interfaces, and the structure and dynamics of the hydration shell. While the focus is on our own calculations, some presented here for the first time, we also relate our results to available experimental data and previous theoretical investigations, and discuss their implications for the atmospheric chemistry of halide ions contained in sea salt. The rest of the paper is organized as follows. Section II summarizes the computational methodology. Section III presents results for halide ion/water clusters, while Section IV deals with the interface of extended liquid systems with air. Section V discusses atmospheric applications, and Section VI describes calculations and experiments concerning photoexcited surface solvated halide anions. Finally, concluding remarks are presented in Section VII.
II. METHODOLOGY

The computational approach adopted for our study of ions at aqueous interfaces is a pragmatic mélange of \textit{ab initio} quantum chemical techniques, Car-Parrinello type simulations, and classical molecular dynamics with a polarizable force field. The investigated systems are generally complex and large, therefore, there is little hope that numerically exact values could be obtained. Rather, we have aimed for consistency between the different computational approaches and for verifications of simpler methods against more sophisticated calculations on smaller systems, where the latter are still feasible. Whenever available, we have also validated the calculations by comparison to experimental data. Finally, we note that our main target has been the structural information, which is relatively robust in the sense that it is easier to reproduce by approximate calculations than, e.g., spectra.

A. \textit{Ab initio} quantum chemistry

Reliable \textit{ab initio} calculations of aqueous atomic ions can be at present performed for no more than roughly ten water molecules. For larger systems not only do the calculations become quickly prohibitively expensive, but mainly the exponentially increasing number of isomers prevents from a successful mapping of important points on the potential energy surface using standard quantum chemistry methods. An inherent problem of \textit{ab initio} calculations is that they represent a 0 K description of the system under investigation. An easy, but also very approximate remedy is to include the effect of temperature within a simple harmonic oscillator/rigid rotor model. A more advanced approach, which is discussed below, is to account for temperature effect by a molecular dynamics sampling of the canonical ensemble.

In our study of sodium chloride in water hexamer [78], we have employed for structure optimizations the second order Möller-Plesset (MP2) perturbation theory with Pople’s 6-31G* basis set augmented by a standard diffuse set on chloride, in order to capture the
diffuse character of the valence shell of the anion. A very similar approach has also been adopted by other investigators for the study of chloride anion in clusters with up to six water molecules [35]. Comparison to calculations employing more extended basis sets or to methods including a larger portion of correlation energy (Coupled Cluster Singles and Doubles with perturbative Triples) have shown a near-quantitative performance of the above approach. This is perhaps not surprising for systems that are held together by electrostatic forces, which can be accounted for accurately by using moderate basis sets and a modest treatment of electron correlation.

**B. Classical molecular dynamics**

Classical MD simulations with empirical force fields enable finite temperature phase space evolution and sampling for many-body systems. Presently, simulations covering nanosecond time scales of aqueous systems consisting of thousands of atoms are routine. In simulations of aqueous ionic solutions, the heavy atoms are modeled as Lennard-Jones spheres, with full or partial charges located on or near the centers of all the atoms. As mentioned above, early simulations of ionic solutions employed force fields with fixed charges, but careful comparison of simulation and experimental results on ion-water clusters has clearly demonstrated that explicit inclusion of electronic polarizability is required for correct modeling of halide ion-water interactions.

There are various ways to incorporate polarization into the force field. The approach used most commonly thus far is to assign each atom an isotropic polarizability from which an induced dipole arises in response to the electric field produced by the remainder of the atoms in the system [21,79]. The induced dipoles are determined self-consistently by an iterative procedure or by an extended system method, and are used to calculate the polarization energy and forces at each time step. The induced dipole paradigm has been used extensively in simulations of ion-water clusters that have been validated by comparison to experimental data [24,26,27,80], and we have used it in the simulations of the aqueous
clusters and solutions reported in this paper. Another model that has seen relatively limited application, but appears to give similar results to the induced dipole model for chloride-water clusters, is the fluctuating charge model [30,31], where the charges on the water atoms are fluctuating dynamical variables, and the polarizability of the chloride ion is described by a Drude oscillator.

As was pointed out in the Introduction, and as will be clearly demonstrated below, the propensity of halide ions for aqueous interfaces depends sensitively on the polarizability of the ion. Thus, for accurate quantitative predictions, it is important to employ appropriate values of the ion polarizabilities in force fields. It is well known that halide ion polarizabilities are significantly reduced in condensed phases (e.g. crystals, solutions) compared to the gas-phase [81,82]. However, there have been no direct measurements of halide ion polarizabilities in aqueous solutions, and values used in simulations are extrapolations from ionic crystals and molten salts [81,82]. We recently used ab initio quantum chemical calculations to estimate the polarizability of the chloride ion on aqueous clusters, in bulk water, and at an extended liquid water/air interface [83]. The fields due to the water molecules were explicitly incorporated by placing point charges at the nuclear positions in cluster and liquid configurations obtained from energy minimizations and MD simulations. We found that, as expected, the water environment significantly reduced the chloride ion polarizability compared to the gas phase value. In the clusters the ion polarizability depended strongly on the particular geometry, while in the extended liquid system, the polarizability showed only a slight reduction as the ion was moved from the air/water interface to the bulk. The calculations suggested that a single value for the chloride ion polarizability of around 4 Å³ is appropriate in aqueous environments. This is marginally higher than the range of values, 3.25 Å³ to 3.76 Å³, used in our own and other simulations of chloride-water systems [21,28,31,42,83,84], indicating that the effect of polarizability might be even slightly larger than predicted in the above studies. Following Perera and Berkowitz [24] and Markovich et al. [80], we have used values of 0.974 Å³, 4.53 Å³, and 6.90 Å³ for the polarizabilities of F⁻, Br⁻, and I⁻, respectively.
To model extended aqueous ionic solution/air interfaces, a slab of water molecules, doped with an appropriate number of ions to give the concentration of interest, is placed in the center of a rectangular box. The length of the box in the inhomogeneous direction is chosen to be much longer than the thickness of the slab, which in turn is large enough to leave a region of bulk solution in the interior. Periodic boundary conditions are applied in three dimensions, producing an infinite stack of planar slabs, each with two liquid/vacuum interfaces, following equilibration. In our calculation, the smooth particle mesh Ewald sum is used to evaluate the long range electrostatic energies and forces [85].

C. Ab initio molecular dynamics

Ab initio MD simulations combine the advantages of electronic structure calculations, i.e. a description of interatomic interactions based on first principles, and classical MD simulation, namely, finite temperature sampling of phase space. Thus, electronic polarization effects are naturally included in fluctuations of the electronic structure. In ab initio MD simulations the nuclei are treated as classical particles, and their positions are evolved in time using standard MD simulation algorithms with forces computed from the electronic structure. In the most common implementation of ab initio MD, due to Car and Parrinello [86], the nuclear positions and electronic orbitals are simultaneously evolved by an extended system method in which the orbitals undergo fictitious dynamics. When the simulation is started from a well-optimized wavefunction, and the orbitals are assigned light masses and are kept at very low temperature, the electronic degrees of freedom move adiabatically on the Born-Oppenheimer surface defined by the nuclear configuration. Thus, the need to re-optimize the wavefunction for each nuclear configuration is circumvented.

In most applications to-date, including the one reported below, the electronic structure is computed within the Kohn-Sham formulation of density functional theory (DFT) [87], expanding the Kohn-Sham orbitals in a plane-wave basis set, treating only the valence electrons explicitly, and using norm-conserving pseudopotentials to describe the valence-
core interactions [88]. The efficiency of the Car-Parrinello technique and the plane-wave based DFT electronic structure calculations makes it presently feasible to simulate systems with tens of heavy atoms for several picoseconds. Highly accurate results for the structure and energetics, and reasonable results for the dynamics, have been obtained for a variety of aqueous systems [36,89–91] using modest sized plane-wave basis sets (e.g. expanded to an energy cutoff of 70 Ry) and the gradient-corrected BLYP exchange-correlation functional [92,93].

III. FROM SMALL TO LARGE CLUSTERS

A. Onset of ionic solvation in/on small water clusters

Cluster systems represent a convenient ground for studying the onset of aqueous solvation around an ionic impurity. The water hexamer is about the smallest system where surface vs. interior solvation of an ion can be clearly distinguished. At the same time, the cluster is small enough to allow for performing accurate ab initio calculations. Therefore, it serves as an ideal benchmark for testing force field MD simulations against quantum chemical and ab initio MD simulations. Last but not least, experimental data concerning binding and electron affinity are available for this system from photoelectron spectroscopy measurements [34].

In a recent study [36], we performed an ab initio Car-Parrinello MD simulation of the Cl$^-$($\text{H}_2\text{O}$)$_6$ complex at 250 K. The performance of the DFT electronic structure method commonly employed for aqueous systems was validated by a favorable comparison to MP2 results for the structures and energetics of adding water molecules to minimum energy geometries of Cl$^-$($\text{H}_2\text{O}$)$_n$, $n = 1$-4, clusters. The ab initio simulation was initiated from a configuration, taken from a MD simulation of the cluster with a nonpolarizable force field, in which the chloride anion was in the interior of the cluster, well-solvated by all six water molecules. Within approximately 0.5 ps the ion moved to the surface of the cluster, where it stayed for the rest of the 5 ps simulation. The evolution of the structure of the complex, and
the distance of the anion from the center-of-mass of the cluster, is shown in Fig. 1. Several structural properties of the cluster computed from the *ab initio* simulation were found to be in good agreement with predictions based on polarizable force fields.

One of the attractive features of an *ab initio* simulation is the natural description of fluctuations of the electronic structure that accompany finite temperature sampling of the nuclear degrees of freedom. We quantified the evolution of the electronic structure during the *ab initio* simulation in terms of the centers of maximally localized orbitals (Wannier functions) [94,95]. The analysis revealed that the chloride ion sampled a broad distribution of dipole moments as the structure of the cluster fluctuated, with an average of about 0.8 D. This modest average dipole moment is a manifestation of the asymmetric solvation of the anion, which resided primarily on the surface of the cluster. A correlation between the polarization of the chloride ion and the asymmetry of the hydration shell may be seen in Fig. 2, where it is evident that larger chloride dipole moments are generally associated with larger distances between the anion and the center-of-mass of the cluster.

Another study concerning ions in/on water hexamer has dealt with the onset of NaCl solvation in aqueous clusters [78]. The following questions have been addressed: (i) What is the minimal number of water molecules necessary for ionic solvation, i.e. for creating a solvent-separated ion pair? (ii) What are the solvation sites (surface vs. interior) of the two ions? (iii) Can bulk values be extrapolated down to finite size systems?

The answer to the first question has been obtained by a back-of-the-envelope estimate of the relative stabilities of a contact and solvent-separated NaCl ion pair in small water clusters, followed by an extensive *ab initio* scan of relevant portions of the potential energy landscapes of the clusters. It has been found that water hexamer is the smallest aqueous cluster which can stabilize a solvent separated ion pair. A secondary minimum, corresponding to the unsolvated NaCl molecule (contact ion pair) and separated from the solvent separated ion pair by a barrier of more than 4 kcal/mol has also been located. The geometries of the two nearly isoenergetic isomers are shown in Fig. 3.

It is immediately clear from Fig. 3 that the two structures are qualitatively different. The
solvent separated ion pair with Na–Cl distance of 4.43 Å has the two ions surface solvated on opposite sides of the water cluster. Note also, that the individual dipoles of the water molecules are almost perfectly aligned along the electric field between the ions with very little residual water-water hydrogen bonding. On the other hand, the contact ion pair with a Na–Cl bond length of 2.66 Å has sodium embedded in the water cluster, while chloride remains at the surface. The water structure with almost intact hydrogen bonds is much less disrupted by the solute than in the previous case.

It is interesting to compare the obtained minimal number of six waters for NaCl solvation to previous predictions. A simple extrapolation from the bulk liquid based on saturation concentration gives nine water molecules [96]. Calculation based on a continuum solvent model and employing the potential of mean force between the two ions from a MD simulation predicts twelve waters as a minimal cluster size for ion separation [97]. Clearly, extrapolation from the bulk is quantitatively wrong and one has to go beyond the continuum model of the solvent in order to obtain quantitative results. Interestingly, a study of NaCl in water clusters with up to ten water molecules based on the effective fragment potential approach did not lead to the location of a solvent separated ion pair [98]. However, the authors recently found that starting from the solvent separated structure presented in Fig. 3 they were indeed able to stabilize a geometrically very similar solvent separated ion pair using effective fragment potentials [99]. It is fair to conclude by stating that the present results are robust and nearly converged computationally, however, direct experimental confirmation of the fact that no more than six waters are necessary to dissolve a NaCl molecule is still missing.

B. Ionic solvation in/on large water clusters

In order to bridge the gap between the studies concerning ions in/on a water hexamer on one side and ions at the air interface of the bulk liquid on the other side, we have launched a series of MD simulations on clusters of increasing size [42]. Namely, we have investigated
clusters containing 9 to 288 water molecules, doped with sodium chloride. For all systems, the salt concentration has been fixed at the bulk saturation value under ambient conditions of 6.1 M, corresponding to nine water molecules per sodium chloride. We discuss here the results for a small cluster containing 32 waters, 4 sodium cations, and 4 chloride anions, and a large cluster with 288 waters, 32 sodium cations, and 32 chloride anions.

Typical snapshots of the two systems from MD runs are depicted in Fig. 4. It can immediately be seen that in both cases large polarizable chloride anions are to a significant extent exposed at the surface of the clusters, while the small non-polarizable sodium cations tend to be embedded within the waters. This effect can be quantified in two ways. The first possibility is to calculate density profiles, i.e. averaged probability of finding ions of a certain type at a specific distance from the center of the cluster. This proves to be a very useful quantity for interfaces of bulk liquid systems. However, in clusters the protrusion of ions is masked by the highly fluctuating shape (non-sphericity) and corrugation of the cluster surface. Therefore, we have found it more useful to calculate the averaged accessible surface for the two ionic species to a spherical probe [100] (results reported here were obtained using a probe with a radius of 1.7 Å which is roughly the size of a OH radical).

The time profiles during the simulation of the accessible surface area of ions in the two clusters are presented in Fig. 5. There is a dramatic (two orders of magnitude) difference between the two ions. Chloride anions occupy about 12 % of the total cluster surface and are, in fact, comparably exposed as an averaged water molecule. Sodium cations are, on the other hand, practically absent from the surface. This effect is present both in small and large clusters and qualitatively does not depend on system size. We have also verified that within ± 20 K variations from the ambient temperature of 300 K, the surface effect is temperature independent. Finally, by switching to a non-polarizable force field the surface exposure of chloride drops by a factor of three, thus demonstrating yet again the dominant role of polarizability in determining the surface propensity of halide anions.
Sea salt aerosol particles that participate in atmospheric chemical processes are much larger than the clusters that have been simulated and characterized at the molecular level experimentally. In order to investigate whether or not ionic solvation in sea salt aerosols is similar to that in smaller clusters we have performed a series of MD simulations of ionic solutions containing extended liquid interfaces, modeled using slabs as described above. Because sea salt aerosol particles have diameters on the order of microns [47], the slabs are expected to be good models for local patches of the surfaces of the aerosol particles that are small enough for curvature effects to be negligible. The picture that has emerged from these simulations, which we have found to be in accord with a number of experimental results, is one in which the polarizable, heavier halide anions are present and available for direct reaction with atmospheric pollutants at the aerosol/air interface.

A. Water slabs with sodium chloride

As part of a combined experimental and theoretical investigation of chlorine production by aqueous salt aerosols in the presence of photolyzed ozone (leading eventually to OH radicals) we performed MD simulations of a slab containing a saturated (6.1 M) solution of sodium chloride [42]. The kinetics of the chlorine production measured in the laboratory could not be modeled using known bulk phase chemistry. Simulations using a polarizable force field predicted that approximately 12% of the surface area of the aerosol particles was occupied by chloride anions (see Fig. 6b). Incorporation of this estimate into a kinetic model that included novel interfacial reactions suggested by \textit{ab initio} quantum chemical calculations led to excellent agreement with the measured kinetics. This provided strong evidence in favor of the simulation-based prediction that chloride anions have a propensity for the extended interfaces of aqueous solutions. We showed in the same study that, consistent with the cluster results presented in the previous section, the propensity of an anion for the interface
is strongly tied to its polarizability. Indeed, using a non-polarizable force field, the coverage of the extended solution interface by the chloride anion dropped to approximately 3%. It is worth noting that, for sodium chloride at high concentration (6.1 M), the composition of the extended solution interface is strikingly similar to that of the surfaces of moderately sized aqueous clusters (containing 36 to 288 water molecules).

More recently, we have examined the concentration dependence of the interfacial properties of sodium halide solutions at three concentrations ranging from infinite dilution to saturation [84]. We found that the sodium cations remain well solvated in the interior of the solution while the chloride ions occupy a significant fraction of the surface over the entire concentration range. As is evident from the results shown in Fig. 6 for the 1.2 M and 6.1 M solutions, the extent of the occupation of the surface by the chloride anions is proportional to the concentration, and is roughly constant over the duration of the simulations.

The reactivity of a halogen anion is expected to depend on the number and strength of the interactions between the anion and counterions and/or water molecules. We have attempted to assess the extent to which the reactivity of a chloride anion could be modified at the interface relative to the bulk by quantifying the anion-cation and anion-water interactions. In Fig. 7 we compare the time evolution of the average extent of Na⁺–Cl⁻ pairing in the interfacial region and bulk at 1.2 M and 6.1 M NaCl. At 1.2 M the difference in ion pairing between the interface and bulk is small (5.0 % vs. 5.5 %). However, at saturation 75 % of the chloride ions are paired in the bulk compared to 54 % at the interface. This suggests that in the aerosol particles consisting of a saturated NaCl solution, there is a significant amount of unpaired chloride anions. As unpaired anions are expected to be more reactive, this is in accord with the proposed participation of interfacial chloride in reactions with atmospheric gases [42].

In Fig. 8 we compare the time evolution of the average number of water molecules hydrating chloride anions. The average hydration numbers are 5.5 and 4.5 in the bulk at 1.2 M and 6.1 M, respectively. These values should be compared to the chloride coordination number of 6.0 at infinite dilution. The hydration number drops with concentration due to an
increase in ion pairing. The effect of incomplete solvation is reflected in the slightly smaller hydrations numbers in the interfacial region compared to the bulk.

B. Comparison between water slabs with NaF, NaCl, NaBr, or NaI

In order to obtain a more complete picture of the behavior of specific anions at the air/water interface we have performed a set of simulations of aqueous slabs doped with sodium fluoride, chloride, bromide, or iodide at a 1.2 M concentration in all four cases [83]. One of the primary purposes of the study was to see if we could reproduce the experimentally observed modifications of the surface tension by the sodium halide salts. Indeed, we found that, in agreement with experimental observations, simulations of all of the sodium halide solutions resulted in a slight increase (less than 10 %) in surface tension relative to pure water. Remarkably, the simulations also correctly reproduced the order of the surface tension in the series: NaI < NaBr < NaCl < NaF.

As was discussed in the Introduction, historically the increase of surface tension of inorganic electrolyte solutions has been interpreted via the Gibbs adsorption equation in terms of negative adsorption, i.e. the solution/air interface is devoid of ions. Analysis of the interfacial structure predicted by our simulations suggests that this interpretation is too simplistic. Snapshots from the simulations, viewed from the air side, are shown in Fig. 9, and density profiles of the ions and water oxygen atoms are plotted in Fig. 10. There are no ions visible in the snapshot from the simulation of the NaF solution, and the density profiles show that both the sodium and fluoride ions are repelled from the interface, leaving an ion-free layer approximately 3.5 Å thick. This is in accord with the classic theory of Onsager and Samaras [6], and the agreement for the small, non-polarizable sodium and fluoride ions is sensible. However, moving down the halide series (from chloride to bromide to iodide), we see an increasing population of the surface by the anions, tracking the increase in the anion polarizability. While the chloride anion is predicted to have some propensity for the interface, its concentration in the interfacial layer is still slightly below (by about 30
the bulk concentration. In contrast, the bromide and iodide anions actually behave as surfactants, with concentration enhancements in the interfacial region relative to the bulk of 2.1 and 2.9, respectively. Our prediction for the iodide ion is consistent with a most recent simulation study in which a minimum in the potential of mean force for moving the ion across the air/water interface was found at the interface [101].

The additional stabilization of polarizable ions at the air/water interface can be qualitatively rationalized as follows. Upon asymmetric solvation at the surface the ion is subjected to a non-zero net dipole, which is the vector sum of the individual dipoles of the surrounding water molecules. Note, that in the bulk this net dipole on average equals to zero due to a symmetric solvation of the ion. At the air/water interface the net water dipole polarizes the (polarizable) ion leading to an energy gain which can balance (or even overcome) the energy penalty due to uncomplete solvation.

C. Water slabs with a mixture of NaCl and NaBr

Questions that naturally arise in the context of atmospheric chemistry concern aqueous interfaces doped with more than one anionic species. As a practical example, we consider aqueous sea salt aerosols, which contain both chloride and bromide ions, in a molar ratio of approximately 650:1 [47]. We have just completed a series of MD simulations of aqueous slabs doped simultaneously by sodium chloride and sodium bromide at various absolute and relative concentrations, and we present the first results below.

Closest to the atmospheric reality of aqueous sea salt microaerosols is a simulation of a slab with a unit cell containing 864 water molecules, 96 sodium cations, 95 chloride anions, and a single bromide anion. This corresponds to a saturated system with bromide concentration larger, but of the same order of magnitude as that occurring in the sea water. As a starting geometry, we have used a slab saturated with sodium chloride from our previous simulations and at t=0 we have ”transmuted” one of the chlorides into a bromide anion. Two 800 ps runs have been performed, the first with the bromide ion initially at the inter-
face, and the second with the bromide ion initially in the slab interior. Fig. 11 shows the variation of the distance of bromide from the center of the slab along the two dynamical runs. While fluctuations naturally occur, the emerging trend is clear. If bromide is initially placed at the interface (which corresponds to the distance of 15–19 Å from the center of the slab) it remains there for the whole duration of the simulation. However, if it is initially embedded in the slab, the bromide ion very rapidly, i.e. within 0.5 ns finds its way to the interface and remains there. The driving force is again the polarizability, which is about 30 % larger for bromide compared to chloride [80]. The difference in ionic radii is much smaller and does not seem to play an important role.

In order to quantify the relative propensities of bromide vs. chloride for the interface we have performed equilibrium MD simulations of two aqueous slab systems, one doped with 0.6 M of NaCl and 0.6 M of NaBr, and the other, more concentrated, containing 3 M of both NaCl and NaBr. Typical snapshots from each of the two simulations are depicted in Fig 12. They illustrate that, between the two anions, bromide is a clear winner over chloride in surface exposure. This is demonstrated quantitatively in Fig. 13 which shows the density profiles of the three ions (Cl\(^-\), Br\(^-\), and Na\(^+\)) for the two systems. For both concentrations, we see a strong peak corresponding to interfacial positions of bromide. At the lower concentrations the ionic signals more or less add linearly, chloride being roughly evenly distributed in the slab and sodium cation being absent from the interface. The bromide concentration at the interface exceeds about twice its bulk value, while that of chloride reaches 90 %, and that of sodium cations only 20 % of the bulk value. The situation is quantitatively different in the more concentrated system where bromide anions replace virtually all the chlorides from the interface. In order to reduce the large interfacial negative charge, some sodium cations are dragged towards the surface. As a result, surface concentration of sodium cations reaches 80 % of the bulk value, being thus higher than that of chloride (60 %), although much smaller than that of bromide (320 %). We conclude, that for higher concentrations one cannot predict the properties of the mixture of NaCl and NaBr by simply extrapolating the results from single salt solutions, since non-linear effect come into play.
There is indirect experimental evidence supporting the enhanced propensity to the interface of bromide compared to chloride from recent XPS and SEM surface measurements of solid NaCl/NaBr cocrystal particles [43,47]. It has been shown that the surface of these particles becomes strongly enriched with bromide upon exposure to water vapor and subsequent redrying. This demonstrates that if mobility is enabled by partial dissolution of the particles, bromide is pushed towards the interface, in agreement with the results of the MD simulations.

V. ATMOSPHERIC APPLICATIONS

A prime application of the present results concerns atmospheric chemistry, in particular heterogenous processes occurring in the lower marine troposphere. As a matter of fact, field and laboratory measurements of the reactivity of aqueous sea salt aerosols [42,44,45,47] originally motivated the theoretical research presented in this paper. Aqueous sea salt aerosols are created in abundance in the marine boundary layer by wave action and may represent a global tropospheric source of reactive halogens, such as molecular chlorine [42,44].

It has been demonstrated in laboratory measurements that only four ingredients are essential for molecular chlorine production: dry sea salt aerosols (actually, sodium chloride suffices), humidity above deliquescence point, UV radiation, and ozone gas [45]. The proposed mechanism involves photolysis of ozone in humid air leading to peroxide, which further photolyzes producing OH radicals. The OH radicals were assumed to complex with chloride anions in the bulk of the sub-micron sized aqueous sea salt aerosol particles, and subsequently produce chloride radicals via charge transfer to aqueous protons. Chloride radicals could then produce molecular chlorine, either directly or by addition to Cl\(^-\) followed by a self-reaction of two Cl\(^-\) ions [45].

The main problem with the above mechanism is that in roughly pH-neutral sea salt aerosols there are not enough aqueous protons for the charge transfer step. This led to speculations about a reaction proceeding via a different mechanism - a direct charge transfer
from Cl$^-$ to OH on the surface of the aerosol particle. The present slab simulations showed that indeed there is a sufficient concentration of chloride anions at the interface for the surface mechanism to be a plausible one. Incorporation of the surface processes into a kinetic model lead to a quantitative reproduction of the laboratory measurements of the time-dependent concentrations of ozone and chlorine in the aerosol chamber [42]. Moreover, agreement has been found also between predictions of the new kinetic model and field measurements of diurnal concentrations of Cl and OH radicals above the Southern Ocean [42,102,103].

Aqueous sea salt particles are dispersed not only into the air but also on the surface of snow packs in the polar regions. This deposition, associated with air masses transported over sea ice and snow during polar winter, results in a sudden outburst of bromine reactivity at polar sunrise, leading to destruction of the surface ozone layer. Measurements show that bromine chemistry is strongly enhanced compared to the sea water Br:Cl molar ratio [104–106]. It is natural to assume that, similarly as in the case of tropospheric aqueous sea salt aerosols, processes at the liquid surface of snow packs sprayed with sea water may play an important role [55]. The enhanced reactivity of bromine can then be rationalized in terms of the larger rate constant (compared to chlorine) combined with the increased relative (to chloride) and absolute propensity of bromide anions for the air/water interface, as observed in the MD simulations reported here.

VI. DYNAMICS UPON PHOTOEXCITATION

A. CTTS states of iodide at the air/water the interface

Investigations concerning UV photoexcitation of aqueous iodide to the charge-transfer-to-solvent (CTTS) states eventually leading to a solvated electron date back to early studies by Franck et al. [57]. More recently, femtosecond experiments [58–60] as well as quantum/classical MD simulations [61] have shown that in the bulk liquid the CTTS states decay into a solvated electron located in a cavity site in a close vicinity of iodine within
200 fs. It has been shown recently via MD simulations that aqueous iodide exhibits surfactant activity [83] and several recent experiments have probed $\Gamma^-$ at the air/water interface [107,108].

In our most recent study [70] we have, among other things, investigated the character of the iodide CTTS states at the air/water interface. We have used the classical MD technique with a polarizable force field to sample representative slab geometries corresponding to the ground state anion. Subsequently, we have performed *ab initio* MP2 and CIS calculations for the ground and excited (singlet and triplet) states of the anion and ground state of the neutral system using geometries from the MD simulation. To make the *ab initio* calculations computationally feasible, we have replaced all water molecules (or all except for the first solvation shell) by fractional point charges. Quantitative agreement with experimental excitation and detachment energies has been obtained, including the widths due to the sampled statistics of water geometries.

Fig. 14 depicts the CTTS wavefunction (i.e. the highest singly occupied molecular orbital) for a typical geometry of (ground state) iodide in water from the MD simulation. The CTTS orbital is very diffuse and occupies a void in the water structure next to iodine. Such temporary voids are always present in the liquid due to thermal disorder. The wavefunction possesses a radial node and is of a mixed $s$ and $p$ character.

A somehow surprising finding is that the character of the iodide CTTS state in liquid water does not change significantly upon moving the ion from the interface to the bulk. Quantitatively, the CTTS state is on average more strongly bound at the interface by 0.26 eV, compared to an average value of this difference of 0.1 eV for the ground state of iodide. This can be partially explained by the long-range liquid disorder which to a large extend smears out the difference between various solvation sites. Moreover, there is a large degree of binding energy compensation: surface solvated iodide loses binding to one or two water molecules in the first solvation shell, but this is more than compensated by a gain in induction energy due to asymmetric solvation in a polar solvent.

Another important conclusion of the recent study [70] is that the character of the CTTS
states in the extended liquid environment is very different from that in finite size clusters. Several spectroscopic experiments [62,63] and ab initio calculations [64–70] have been performed to investigate the CTTS “precursor” states in clusters containing iodide and a small number of water molecules. Optimal geometries of iodide-water clusters correspond to a surface location of the ion and the water cluster possesses a relatively large dipole moment [66,69]. Consequently, the CTTS “precursor” has a character of a dipole bound state with a very diffuse wavefunction spreading outside the cluster. Another, energetically less favorable structure with iodine inside a water cluster (hexamer) has also been considered [66,70]. Again, in this case the electron promoted to the CTTS “precursor” state occupies space in the void, however, the corresponding wavefunction has a shape of a torus which is in a close contact with all the dangling water hydrogens. In any case, the CTTS “precursor” states in small water clusters are very fragile with a binding energy of less than 0.25 eV, compared to ≈ 1.5 eV binding in the extended liquid [70]. Clearly, most of the binding comes from the long-range polarization of a large number of water molecules by the (ground state) anion, an effect absent in small clusters.

**B. Electron photodetachment in halide-water clusters**

For sufficiently short wavelengths electron can be directly photodetached from an aqueous halide anion using UV radiation. Provided the spectroscopic resolution is fine enough information can be gained about the vibronic dynamics of the nascent neutral system directly after the electron photodetachment event. ZEKE spectroscopy is a technique which can provide 1 cm$^{-1}$ resolution when applied to anionic clusters. So far, experiments have been performed for the smallest X$^−$–H$_2$O (X = Cl, Br, and I) clusters [75,109].

We have studied the ultrafast dynamics following photodetachment in Cl$^−$–H$_2$O and Br$^−$–H$_2$O clusters employing the method of Wigner trajectories [77]. In a one electron picture the photodetached electron leaves a p–hole on the halogen atom resulting in three quasi-degenerate potential energy surfaces (corresponding to the three possible orientations
of the \( p \)-hole) split by the solvent and by the effect of spin-orbit coupling. We have constructed a Diatomics-in-Molecule fit to the \textit{ab initio} (Coupled Cluster Singles and Doubles level) potential energy surfaces and have included spin-orbit interactions \cite{76,77}. The early dynamics upon photodetachment is driven by the large difference between optimal cluster geometries for the anion and the neutral system. While the anion is strongly hydrogen bonded to one of the water hydrogens, the neutral halogen atom prefers a contact with the water oxygen, optimizing thus dispersion and polarization interactions.

Upon vertical photodetachment, the neutral halogen-water system is born in a repulsive region of the potential energy surface above the dissociation threshold. Two dynamical time scales can be distinguished: a fast one \((\approx 70 \text{ fs})\), corresponding to an internal rotation of the water monomer, and a slow one \((\approx 600 \text{ fs})\), which corresponds to an intermolecular halogen-water stretching vibration. Since a lot of the excess energy is initially deposited into water rotation, the cluster is unlikely to directly dissociate. Rather, several intermolecular vibrations with increasing amplitude are performed as the energy is transformed from rotations to vibrations, eventually leading to a delayed dissociation with a time constant of 5–10 ps. Fig. 15 shows the time evolution of the Cl–O distance for one of the Wigner trajectories, illustrating the early dynamics of the nascent Cl–H\(_2\)O cluster. We see that a typical pattern consists of several intermolecular vibrations followed eventually by cluster dissociation. Note that the small undulations on the curve correspond to fast internal rotations of the water molecule.

Most recently, we have similarly followed the early dynamics following electron photodetachment for a halide anion on clusters with 2–8 water molecules. In these larger clusters (possessing the heavier halide anion at the surface) several dissociation and fragmentation channels open and stabilization of a reduced size cluster by ejection of one or more water molecules is observed. Finally, in order to quantitatively model the ZEKE spectra the nuclear dynamics has to be described quantum mechanically. We are currently completing a 3D wavepacket study of the dynamics following electron photodetachment in the Cl\(^–\)–H\(_2\)O and Br\(^–\)–H\(_2\)O clusters.
VII. CONCLUSIONS

The results reported in the present paper provide a unified picture of aqueous ionic solvation of simple salts at both cluster and bulk air/water interfaces. We have shown that polarizable ions such as the heavier halide anions have a propensity for the interface, with bromide and iodide exhibiting actually surfactant activity. This effect can be understood in terms of an additional stabilization that polarizable ions experience upon asymmetric solvation at the air/water interface. Traditional models of simple electrolytes fail to predict surface solvation because they neglect the effects of ion size and polarizability, and specific ion-water interactions.

The picture developed here follows from a combination of computational approaches, including high level ab initio quantum chemical calculations, and molecular dynamics simulations at finite temperature, based on both density functional and empirical polarizable potentials. The results obtained from these varying techniques were consistent in cases of overlap, i.e. for small water clusters containing a single salt or halide ion impurity. The cluster results presented here are in accord with numerous previous theoretical and direct experimental observations. The results for the bulk solution interfaces are supported indirectly by a number of experiments. However, direct experimental verification of the molecular details predicted by our calculations is highly desirable. In our study of anion adsorption in the series of sodium halide solutions [83], we developed a detailed description of hydrogen bonding that could conceivably be tested by a surface sensitive vibrational spectroscopic measurement, such as vibrational sum frequency generation (VSFG) [110,111]. Although the interpretation of these experiments in terms of molecular structure is not straightforward, it is possible to compute the spectra using MD simulation data [112], and we imagine that a comparison of theoretical and experimental spectra could provide a definitive test of our predictions.

The presence of anions at aqueous interfaces is, among other things, relevant for the dynamics following photoexcitation of halide ions to charge-transfer-to-solvent states, and
electron photodetachment. The results of this study also have direct implications for heterogeneous atmospheric chemistry. Reactions involving chloride anions at the surface of aqueous sea salt aerosols have been implicated in chlorine production in the marine boundary layer. The greater propensity of bromide versus chloride at the interface could explain the enhanced reactivity of bromide (in spite of its being present at much lower concentration in sea water) in the Arctic during polar sunrise.
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Figure 1. Time evolution of the distance between the chloride anion and the cluster center-of-mass during an ab initio MD simulation of Cl\(^-\)(H\(_2\)O)\(_6\) at 250 K. The dashed horizontal lines indicate the average values computed during MD simulations based on polarizable and non-polarizable force fields. Also shown are snapshots from the ab initio simulation from 0 to 5 ps at 1 ps intervals.

Figure 2. Contour plot of the joint probability distribution of the distance between the chloride anion and the cluster center-of-mass (horizontal axis) and the chloride dipole moment (vertical axis) from a 5 ps ab initio MD simulation of Cl\(^-\)(H\(_2\)O)\(_6\).

Figure 3. Minimum energy geometries of NaCl(H\(_2\)O)\(_6\): (a) solvent-separated ion pair; (b) contact ion pair. Coloring scheme: chloride anion, yellow; sodium cation, green; water oxygen, blue; water hydrogen, gray.

Figure 4. Snapshots from MD simulations of sodium chloride-water clusters: (a) (NaCl)\(_4\)(H\(_2\)O)\(_{32}\); (b) (NaCl)\(_{32}\)(H\(_2\)O)\(_{288}\). The coloring scheme is as in Fig. 3.

Figure 5. Time evolution fraction of area occupied by sodium (broken curves) and chloride (solid curves) ions on the surface of sodium chloride-water clusters (snapshots shown in Fig. 4): (a) (NaCl)\(_4\)(H\(_2\)O)\(_{32}\); (b) (NaCl)\(_{32}\)(H\(_2\)O)\(_{288}\).

Figure 6. Time evolution fraction of area occupied by sodium (broken curves) and chloride (solid curves) ions on the surface of sodium chloride solutions: (a) 1.2 M; (b) 6.1 M. The average values and their statistical uncertainties are given in the legends.

Figure 7. Time evolution of the extent of ion pairing exhibited by chloride ions near the surface (solid curves) and in the interior (broken curves) in sodium chloride solutions:
(a) 1.2 M; (b) 6.1 M. The division between the surface and interface has arbitrarily been chosen as 1 Å toward the interior from the point where the water oxygen density begins to decay from its bulk value [84]. The average values and their statistical uncertainties are given in the legends.

**Figure 8.** Time evolution of the number of water molecules in the first solvation shell of chloride ions near the surface (solid curves) and in the interior (broken curves) in sodium chloride solutions: (a) 1.2 M; (b) 6.1 M. The definition of the surface region is given in the caption to Fig. 7. The average values and their statistical uncertainties are given in the legends.

**Figure 9.** Snapshots viewed from the air side from MD simulations of the solution/air interfaces of 1.2 M sodium halide solutions: (a) sodium fluoride; (b) sodium chloride; (c) sodium bromide; (d) sodium iodide. Coloring scheme: fluoride ion, black; chloride anion, yellow; bromide anion, orange; iodide anion, magenta; sodium cation, green; water oxygen, blue; water hydrogen, gray.

**Figure 10.** Number densities of water oxygen atoms and ions computed from MD simulations of 1.2 M sodium halide solutions plotted vs. the distance \( z \) from the center of the slabs in the direction normal to the interface, normalized by the bulk water density, \( \rho_b \): (a) sodium fluoride; (b) sodium chloride; (c) sodium bromide; (d) sodium iodide. The ion densities have been scaled by the water/ion concentration ratio for ease of comparison. Sodium ion densities are plotted with solid curves, anion densities with dashed curves, and water oxygen densities with dotted curves.

**Figure 11.** Position of a bromide anion as a function of distance \( z \) from the center of the slab in the direction normal to the interface in MD simulations of a 6.1 M sodium chloride solution in which the bromide ion was initially place near the solution/air interface.
(solid curve), and in the bulk solution near the center of the slab (broken curve).

**Figure 12.** Snapshots viewed from the air side from MD simulations of the solution/air interfaces of aqueous solutions of mixtures of sodium chloride and sodium bromide: (a) 0.6 M sodium chloride + 0.6 M sodium bromide; (b) 3.0 M sodium chloride + 3.0 M sodium bromide. The coloring scheme is as in Fig. 9.

**Figure 13.** Number densities of water oxygen atoms and ions computed from MD simulations of aqueous solutions of mixtures of sodium chloride and sodium bromide plotted vs. the distance \((z)\) from the center of the slabs in the direction normal to the interface, normalized by the bulk water density, \(\rho_b\): (a) 0.6 M sodium chloride + 0.6 M sodium bromide; (b) 3.0 M sodium chloride + 3.0 M sodium bromide. The ion densities have been scaled by the water/ion concentration ratio for ease of comparison. Sodium ion densities are plotted with solid curves, chloride anion densities with dashed curves, bromide anion densities with dot-dashed curves, and water oxygen densities with dotted curves.

**Figure 14.** Typical shape of the CTTS wavefunction (i.e. highest occupied molecular orbital of the triplet CTTS state) for iodide (purple) at the air/water interface.

**Figure 15.** Time evolution of the Cl-O distance for a selected trajectory which corresponds to dissociation after three chlorine–water vibrations. The small undulations reflect the rapid internal rotation of the water molecule.